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Parser-Grammar Transparency and the Development of Syntactic 
Dependencies
Jeffrey Lidz

University of Maryland

ABSTRACT
A fundamental question in psycholinguistics concerns how grammatical 
structure contributes to real-time sentence parsing and understanding. 
While many argue that grammatical structure is only loosely related to on- 
line parsing, others hold the view that the two are tightly linked. Here, I use 
the incremental growth of grammatical structure in developmental time to 
demonstrate that as new grammatical knowledge becomes available to 
children, they use that knowledge in their incremental parsing decisions. 
Given the tight link between the acquisition of new knowledge and the use 
of that knowledge in recognizing sentence structure, I argue in favor of 
a tight link between grammatical structure and parsing mechanics.
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1. Introduction

One of the oldest ideas in psycholinguistics holds that the real time perception of syntactic structure 
reflects grammatical representations transparently (Miller & Chomsky 1963; Mehler 1963; Mehler & 
Carey 1967; Berwick & Weinberg 1984; Bresnan & Kaplan 1982; Phillips 1996; Steedman 2000, inter 
alia). When first introduced, this idea was couched as the Derivational Theory of Complexity (DTC), 
that is, sentences whose grammatical analysis require more transformational steps also require more 
computational steps in parsing and hence should take more time to process (Miller & Chomsky 1963). 
For example, in the theory of the day, declarative sentences like (1a) would require no transformations, 
polar questions like (1b) would require one transformation (subject-aux-inversion), and wh-questions 
like (1c) would require two transformations (subject-aux-inversion and wh-movement). As a result, 
(1c) was predicted to be recognized more slowly than (1b), which in turn would be recognized more 
slowly than (1a).

While some initial results supported this idea, the DTC could not be maintained, as the number of 
transformations did not seem to be a reliable predictor of sentence processing time across a wider 
range of phenomena (Slobin 1966; Fodor et al. 1967; Walker 1968). While there were many reasons 
that the DTC might have failed, including having the wrong grammatical theory, the wrong theory of 
transparency, or the wrong complexity measure (Berwick & Weinberg 1984), one prominent response 
to these failures was to give up on the idea of transparency altogether (Chomsky 1968; Bever 1970). 
Bever, for example, suggested that the “perceptual and grammatical systems for relating internal and 
external structures of sentences . . . can manifest themselves as independent in the adult and are 
learned at least partially independently in the young child.” (Bever 1970: 281). While this move made it 

(1) a. The dog will chase the cat
b. Will the dog chase the cat?
c. Who will the dog chase?
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harder to martial psycholinguistic evidence in favor of any particular linguistic analysis, one virtue was 
the attempt to bring into alignment certain aspects of child and adult psycholinguistics. For example, 
Bever suggested that the same parsing heuristic, treating sentences containing the sequence N-V-N as 
indicating subject-verb-object, could explain both adult garden path phenomena (2a) and children’s 
difficulties with passive sentences (2b):

In adult psycholinguistics, this idea has persisted and morphed into ideas like “good enough parsing” 
(Ferreira et al. 2002) and “shallow parsing” (Frank et al. 2012). Such two-systems approaches treat the 
perception of sentence structure as driven in part by mechanisms that are largely independent of the 
representations implied by the grammatical theory.

In developmental psycholinguistics, the question of the fit between grammar and parser has not 
been a primary topic of investigation since Bever’s (1970) initial forays. Rather, to the extent that 
researchers have examined children’s parsing, it was with an eye towards questions of incrementality 
(e.g., Borovsky et al. 2012; Mani & Huettig 2012; Lew-Williams & Fernald 2007; Omaki et al. 2014; 
Love 2007; Trueswell et al. 2012), on-line prediction (e.g., Omaki et al. 2014; Lassota et al. 2016; Huang 
et al. 2017) and the integration of multiple sources of information in ambiguity resolution (e.g., 
Trueswell et al. 1999; Choi & Trueswell 2010; Thothathiri & Snedeker 2008; Kidd et al. 2011; Rabagliati 
et al. 2013; Huang & Ovans 2021). However, such research characterizing children’s parsing is 
generally orthogonal to the question of the degree to which parsing transparently respects grammatical 
structure.

In the current paper, I would like to return to the question of the fit between parsing mechanics and 
grammatical knowledge, using children’s performance as a probe. I will argue against a two-systems 
approach in which the perception of sentence structure is independent of the data structures that 
characterize grammatical knowledge, and in favor of transparency between parser and grammar 
throughout development. The transparency I have in mind is that children use their grammatical 
knowledge fully and incrementally in the process of sentence understanding. Whatever grammatical 
knowledge children have at a given stage of development is directly engaged by predictive and 
incremental processes of structure building and interpretation. This is not to say that children never 
make errors, but only that such errors do not reflect a lack of transparency between their current state 
of knowledge and the parsing mechanisms that drive sentence understanding. Typically, such errors 
reflect the extralinguistic systems that are engaged in sentence understanding (Novick et al. 2005; 
Clackson et al. 2011; Syrett & Lidz 2011; Omaki et al. 2014).

In order to make this argument, I will review a range of evidence concerning children’s grammars 
and parsers in the period between 15- and 20-months of age, focusing specifically on how children 
represent and parse grammatical dependencies. To foreshadow, we will see that as new knowledge 
comes on-line developmentally, it has immediate effects on incremental structure building proce-
dures, suggesting that there is no chasm between the mechanisms of sentence recognition and the 
data structures defined by the grammar. Rather, the perceptual mechanisms involved in sentence 
recognition make optimal use of grammatical knowledge, even if that knowledge is incomplete 
relative to the ultimate target of acquisition. On this view, we maintain the unity of child and adult 
psycholinguistics and the transparency between grammatical structure and psycholinguistic 
processes.

In order to see the argument in favor of transparency clearly, we must first examine the develop-
ment of syntactic dependencies. Having established a timeline of development for both local and 
nonlocal dependencies, we will be able to probe the degree to which grammatical knowledge drives 
children’s on-line parsing throughout development.

(2) a. The horse raced past the barn fell
b. The cat was chased by the dog
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2. Dependencies in syntactic development

Syntax concerns itself with dependencies between words and phrases. These dependencies sometimes 
hold locally, as in the case of a verb selecting its direct object. In (1), for example, we see that the 
English verb bring requires a Noun Phrase immediately to its right. If that NP is missing, or if an 
adverb intervenes, ungrammaticality results. Other dependencies hold at a distance, as for example 
when that same verb-object relation is realized by a wh-phrase at the upper edge of a clause (2). In (2), 
we see that the direct object of a verb like bring can be missing just in case there is a wh-phrase at the 
left edge of the clause. And, when there is a wh-phrase at the left edge of the clause, then the direct 
object position cannot be filled. This complementarity reflects the fact that what in (2a) and the toy in 
(1a) both bear the same relation to the verb, despite differences in their local syntactic environments.

In the next two sections we examine children’s discovery of local and long-distance dependencies.

2.1 Local Dependencies

Our understanding of what children know about local argument-structure dependencies mostly 
comes from studies of verb learning. Numerous studies have shown that infants can use the syntactic 
structure of a sentence as evidence about what event it describes, and consequently what the verb in 
that sentence means. For example, Naigles (1990) famously presented 25-month-olds with a novel 
verb in the context of a complex scene with two parts: a causal part in which a duck pushes a bunny 
over, and a noncausal part in which the duck and bunny each wheel their arms independently. While 
they watched this scene, the children heard a novel verb used either transitively, as in (3a), or 
intransitively, as in (3b).

Naigles (1990) then separated these two parts of the scene into two different videos each showing only 
one of the two events. She measured infants’ looking preferences when they were asked to “find 
gorping” as a function of whether they were initially familiarized to the novel verb in a transitive or an 
intransitive clause. Infants who had heard the transitive looked longer at the pushing scene, and 
infants who heard the intransitive looked longer at the arm-wheeling scene. Infants were thus sensitive 
to the syntactic frame of the novel verb, inferring that gorp in a transitive frame was more likely to label 
the causal event, whereas gorp in an intransitive frame was more likely to label the noncausal event.

This basic finding has been reproduced in various ways, confirming that infants as young as 22 
months are sensitive to transitivity, and reliably infer that transitive clause containing a novel verb 
labels a causal event (Arunachalam & Waxman 2010; Arunachalam & Dennis 2018; Brandone et al.  
2006; Fisher et al. 2010; Noble et al. 2011; Pozzan et al. 2015; Yuan & Fisher 2009; Yuan et al. 2012).

Moreover, children are able to draw this inference on the basis of distributional information alone. 
Yuan & Fisher (2009) familiarized 28-month-olds with short dialogues containing novel transitive or 
intransitive verbs, without any informative visual context. At test, infants were then asked to identify 
the referent of the novel verb (e.g., Find blicking!) while viewing two candidate events, one causative 
and one noncausative. Infants who had heard the transitive dialogues looked longer at the causative 
event than infants who had heard the intransitive dialogue. This indicates that they had tracked the 

(3) a. The duck is gorping the bunny.
b. The duck and the bunny are gorping.

(1) a. April is bringing the toy
b. * April is bringing
c. * April is bringing quicky the toy 

(2) a. What is April bringing
b. * What is April bringing the toy

LANGUAGE ACQUISITION 3



syntactic properties of the novel verb and used those properties to draw inferences about its possible 
meanings, even without the support of referential context.

However, beyond Naigles’ (1990) seminal study, further work has found inconsistent behavior with 
intransitive clauses. Infants who hear novel verbs in intransitive frames do not show a reliable 
preference for events intended to be viewed with one participant as opposed to two (e.g., 
Arunachalam & Waxman 2010; Noble et al. 2011; Yuan et al. 2012). Several methodological explana-
tions have been proposed to account for these variable results with intransitive clauses. First, many 
studies use intransitive sentences with conjoined subjects (e.g., The duck and the bunny are gorping) in 
order to control the number of nouns across conditions. It is possible that infants may not reliably 
perceive these sentences as intransitive: if they mistake the conjoined subject for two separate 
arguments, this might lead them to infer a causative meaning for the verb (Gertner & Fisher 2012; 
Yuan et al. 2012). This view recalls, though is not identical to, Bever’s (1970) idea of heuristic sentence 
understanding mechanisms, as the child’s perception of the clause is driven by the number of NPs 
rather than by their structural positions. An alternative view would be that infants do not reliably 
perceive the presented scenes under the event concept intended by the experimenters. If infants 
conceptualize a scene of one actor pushing another as an event of two actors playing, then they might 
consider the intended “two-participant” scene a good referent for a novel intransitive verb labeling 
that event (Brandone et al. 2006; Pozzan et al., 2015; Arunachalam et al. 2016). Thus, without clear 
independent support for either the sentence percept or the scene percept, it is difficult to diagnose 
children’s difficulties.

Nonetheless, prior work shows a clear asymmetry in the interpretation of transitive and intransitive 
clauses containing novel verbs. But these asymmetries raise the question of how infants use the 
syntactic contexts that verbs appear in to draw inferences about their meanings. One influential 
view. already alluded to, holds that infants take the noun phrases in a clause to be arguments, and 
expect the number of arguments in a clause to match one-to-one the number of participants in the 
event the clause describes (Fisher 1996; Gleitman 1990; Naigles 1990; Lidz et al. 2003; Fisher et al.  
2010). Thus, a transitive clause with two arguments should label an event perceived with two 
participants, whereas an intransitive clause with only one argument should label an event perceived 
with one participant. This learning strategy has the advantage of requiring little syntactic knowledge of 
the learner, but also comes with a cost—it is based on a heuristic that does not hold generally across the 
verb lexicon and which is not consistent with the range of variability found across the world’s 
languages (Williams 2015; Perkins 2019; Perkins et al. 2022). Thus, a learner using this one-to-one 
matching heuristic will ultimately need to abandon it, presumably when their knowledge of the 
grammar becomes richer.

An alternative explanation of the effects of transitivity on verb learning, which would be more 
continuous with adult grammars cross-linguistically, might rely on children’s expectations about the 
ways that local syntactic dependencies are related to clause meaning (Perkins 2019; cf. Dowty 1979; 
Jackendoff 1983; Pinker 1984; Grimshaw 1990; Baker 1996; Williams 2015). On this view, infants 
expect the subjects of transitive clauses to name agents, and they expect objects of transitive clauses to 
name patients. Therefore, if infants could identify local grammatical relations like subject and object, 
then they could infer that the clause labels an event in which the subject refers to the agent and the 
object refers to the patient. Having identified these roles, the learner would be in a good position to 
identify the event labeled by the sentence and, in turn, the verb (Gertner et al. 2006).

To test this latter hypothesis, Lidz et al. (2017) asked about the first step of this chain of inference, 
namely whether 16- and 19-month-old children know about correspondences between the syntactic 
position of a Noun Phrase and its thematic relation.

They presented events in which an agent used an instrument to affect an object. For example, they 
saw events in which a hand used a ruler to tap a traffic cone. While they saw these events, they heard 
either a simple transitive clause containing a novel noun in the direct object position, (4a), or an 
intransitive clause containing a novel noun inside a Prepositional Phrase headed by with (4b).
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After several exposures to these sentences containing the novel noun, they were then shown the two 
objects (i.e., the ruler and the cone) and were asked “which one is the tam?”. Sixteen- month-olds 
looked more at the cone in the transitive condition and they looked more at the ruler in the 
Prepositional Phrase condition. These results indicate that by 16- months, infants know how to 
identify the thematic role of a NP based on its syntactic position. Because infants drew different 
conclusions about the referent of the novel NP (and arguably the meaning of the novel noun) as 
a function of its syntactic position, we can conclude that they build syntactic representations that 
contain more information than simply the number of nouns in the clause. In turn, this conclusion 
suggests that effects of clause structure in verb learning experiments might be driven by a richer 
representation of subject and object and the thematic consequences of these representations (see 
Perkins et al. (2022) for converging evidence).

While these results indicate that by 16-month-olds children are aware of mappings between 
syntactic position and thematic relation, a closer examination of the data also reveals the 
incremental nature of the parser in the 2nd year of life. In this dataset, the effect of syntactic 
position is negatively related to children’s verb vocabulary. As verb vocabulary goes up, 
children’s ability to use the syntactic position as evidence of the thematic relation goes 
down. Lidz et al. (2017) argue that this effect derives from an independent contribution of 
the verb’s statistical distribution to parsing and understanding. Because the verbs used in this 
study occurred in transitive clauses in child-directed speech roughly 80% of the time, this 
statistical information overpowered the bottom-up information derived from the syntax. This 
interpretation is further supported by the data of the 19-month-olds who, like the larger 
vocabulary 16-month-olds, were more likely to treat the novel noun as referring to the patient, 
independent of its syntactic position.

A natural interpretation of this statistical effect is that it is a reflection of the predictive nature of 
(infant) parsers. Regarding this viewpoint, when children hear a verb that they know, they project the 
most likely syntactic structure in advance of getting bottom-up evidence for that structure (Altmann & 
Kamide 1999; Gordon & Chafetz 1990; MacDonald et al. 1994; Trueswell et al. 1993). When these 
predictions conflict with bottom-up information from the sentence itself, they have difficulty revising 
this conflict (Trueswell et al. 1999) and rely instead on their initial commitments (cf. Sherman & Turk- 
Browne 2020).

This interpretation is supported by two additional results. First, if the verb’s prediction for a direct 
object is satisfied, then 19-month-olds show the expected sensitivity to the contribution of the 
preposition. Lidz et al. (2017) tested 19-month-olds with sentences like (5).

In this situation, 19-month-olds successfully interpreted the novel noun phrase as referring to the 
instrument in (5a) and to the patient in (5b). Thus, when the predictions of the verb are satisfied, then 
the contribution of the bottom-up information in the preposition is revealed.

Additionally, White & Lidz (2021) tested 19-month-olds’ interpretations of these same structures 
but with a novel verb in addition to the novel noun:

(5) a. She’s hitting that thing with the tam
b. She’s hitting the tam with that thing

(6) a. She’s gorping with the tam
b. She’s gorping the tam

(4) a. She’s hitting the tam
b. She’s hitting with the tam

LANGUAGE ACQUISITION 5



Because the verb is novel in these sentences, it has no distributional profile to drive a syntactic 
prediction. As a result, children here were predicted to rely on the bottom-up cues to structure and 
correctly interpret the novel noun phrase as an instrument in (6a) and a patient in (6b). This is 
precisely what White & Lidz (2021) found. Strikingly, the sentences with both a novel verb and a novel 
noun reveal children’s knowledge of the link between syntactic position and thematic relation better 
than those with a known verb and a novel noun. In turn, the fact that the contribution of the syntactic 
structure interacts with the contribution of the lexical distribution demonstrates that children’s 
parsing and interpretation is fed by knowledge of both, even at the earliest stages of syntactic 
development. To the extent that children make parsing errors, these arise not from a lack of knowl-
edge, but from the interaction of structural and lexical contributions to on-line structure-building 
processes.

To summarize so far, we have seen that by 16-months of age, infants can use the syntactic 
position of a novel noun phrase to determine its thematic relation to the event labeled by the verb 
and, in concert with a scene, determine the referent of this noun phrase. This implies that by this age 
infants have knowledge of the mapping between syntactic positions and thematic relations. 
However, we have also seen that this ability is impacted by new knowledge of verb- 
subcategorization frequencies as these are acquired. Knowledge of subcategorization frequencies 
can lead to syntactic predictions. And in some cases, these predictions conflict with the bottom-up 
information in the signal and lead to parsing errors. These parsing errors, in turn, lead to errors of 
interpretation. In children younger than two years of age, the parser is incremental, predictive and 
statistical, just as it is in adults (Frazier & Rayner 1982; Frazier & Flores D’Arcais 1989; Trueswell, 
Tanenhaus & Garnsey 1994; Altmann 1998; Wagers & Phillips 2009). Moreover, the statistically 
driven predictions of the infant parser change as children identify the distributional signatures of 
particular verbs, suggesting that as lexical knowledge grows, the parser incorporates that knowledge 
immediately. We will return to this point below.

2.2 Nonlocal dependencies

Turning now to nonlocal dependencies, some studies have found evidence that English-learning 
children might develop the ability to detect movement dependencies in English sentences between 
the ages of 15 and 20 months (Gagliardi et al. 2016; Seidl et al. 2003; Perkins & Lidz 2020, 2021). 
Seidl et al. (2003) investigated 13-, 15-, and 20-month-old infants’ understanding of wh-questions 
using a preferential looking technique. Infants saw an event of, for example, an apple hitting some 
keys, and then saw still images of the apple and the keys while being asked one of the three 
questions in (7).

They found that 13-month-olds were unable to respond correctly to any of the questions, that 15- 
month-olds looked at the correct image for the “where” question (7a) and the subject question (7b), 
but not the object question (7c), and that 20-month-olds looked at the correct image for all 3 question 
types.

Gagliardi et al. (2016) followed up on this research, testing comprehension of wh-questions and 
relative clauses like those in (8).

(7) a. Where are the keys?
b. What hit the keys?
c. What did the apple hit?

(8) a. Which dog did the cat feed? (object Q)
b. Which dog fed the cat? (subject Q)
c. Find the dog that the cat fed (object relative)
d. Find the dog that fed the cat (subject relative)

6 J. LIDZ



These prompts occurred after the infants watched a scene in which one dog fed a cat, and then the 
cat fed a second dog, making both the questions and relatives felicitous. Unlike Seidl et al. (2003), these 
authors did not find a subject-object asymmetry, but they did find an interesting discontinuity in 
performance. 15-month-olds appeared to arrive at the correct interpretation for both wh-questions 
and relative clauses. In an object question/relative they looked more at the dog that got fed, rather than 
the dog that had done the feeding. The 20-month-olds, however, only appeared to comprehend wh- 
questions and relative clauses in which the relative pronoun was who, but not those with that. These 
authors argued that 20-month-olds’ surprising failure with certain relative clauses might demonstrate 
the development of syntactic knowledge. These infants have learned to represent the full movement 
dependencies in these sentences, but have difficulty detecting when relative clauses with that contain 
these dependencies. The word that is ambiguous in English—it occurs in many contexts other than in 
relative clauses—so words like who or which are much clearer cues to movement dependencies. By this 
logic, then, 15-month-olds might arrive at the right answer without parsing the full movement 
dependency, thereby avoiding these difficulties with relative clauses.

On the view that 15-month-olds’ success with wh-questions and relative clauses is not based in their 
knowledge of wh-movement, this success would be explained by their knowledge of argument 
structure. Specifically, 15-month-olds knowledge of the transitivity of certain verbs could drive their 
ability to find the missing argument in a wh-question. For example, after hearing a sentence like (8a), 
a child who knows that feed is a transitive verb would successfully identify the cat as the subject and 
hence the agent of feeding and further generate the expectation for an object NP to fill the role of the 
entity being fed. When this NP does not arrive, she could nonetheless look for the referent of the 
missing argument relation.

As previously shown, vocabulary size is a predictor of when children expect a direct object NP to 
occur with a particular verb. Therefore, under the hypothesis that 15-month-olds’ success at inter-
preting wh-questions is due to their argument structure representations, and not to their knowledge of 
the grammatical dependency between the wh-phrase and the verb, we can predict that 15-month-olds’ 
should succeed at identifying the patient argument in an object wh-question only to the degree that 
they know the transitivity of the verb.

Perkins & Lidz (2019) tested this prediction by using total vocabulary size as an index of 15-month- 
olds’ likely verb argument-structure knowledge, asking whether their success on interpreting object 
wh-questions was predicted by the size of their vocabularies. In this task, participants were presented 
with two videos on opposite sides of a television screen. In one video a brown monkey was feeding 
a frog. In the other, the frog was feeding a black monkey. Participants then heard one of the sentences 
in (9), and their eye-gaze was measured.

As predicted, for both subject and object wh-questions and for both subject and object relative clauses, 
children’s vocabulary was the best predictor of their success at looking at the right event. Note that 
vocabulary size was a predictor of successful interpretation here for precisely the same reason that it 
was a predictor of unsuccessful interpretation among 16-month-olds in Lidz et al (2017)—namely that 
knowledge of specific verb-argument structures allows for prediction of a direct object and the 
thematic interpretation of that predicted argument.

Of course, while the effect of vocabulary was predicted by the account that 15-month-olds’ apparent 
understanding of wh-questions is driven by their knowledge of argument structure, vocabulary effects 
are pervasive in all aspects of cognitive and linguistic development. It is possible, then, that vocabulary 
is not an index of argument structure knowledge in these kinds of tasks, but rather of knowledge of the 
dependency itself. Given the findings reported above showing that knowledge of argument structure 
begins to emerge in this same time period, it seems more plausible that the account offered by 

(9) a. Which monkey is feeding the frog?
b. Which monkey is the frog feeding?
c. Find the monkey that is feeding the frog.
d. Find the monkey that the frog is feeding.

LANGUAGE ACQUISITION 7



Gagliardi et al. (2016) and Perkins & Lidz (2019) is correct. Nonetheless, a more direct test of the 
knowledge of the filler-gap dependency itself was required to be confident in these conclusions.

Perkins & Lidz (2021) set out to provide such a test. They probed knowledge of both the local 
argument-structure dependency and the filler-gap dependency in a task that was not based on the 
interpretive and referential consequences of that knowledge. To do so, these authors developed 
a listening time task (Maye et al. 2002; Shi, Werker & Cutler 2006) that tested children’s knowledge 
of the complementary distribution of fronted wh-phrases and NPs in direct object position.

This task asked whether infants in four age groups (14-, 15-, 17-, and 18-month-olds) were sensitive 
to missing arguments of transitive verbs by comparing sentences with post-verbal NPs and those 
without. The compared these in declarative contexts (10) and in wh-questions (11).
In this design, the acceptability of having a post-verbal NP is flipped across the two pairs. The verb hug 

needs a direct object, making (10a), which lacks a direct object, less acceptable than (10b), which has 
one. But, the wh-phrase can serve as that argument across a distance, making (11a) more acceptable 
than (11b). Thus, to the degree that infants can represent both the local argument-structure depen-
dency and the nonlocal wh-dependency, we should expect a different pattern of listening preference in 
the declaratives (10) as compared to the wh-questions (11). Conversely, if they only represent the local 
argument-structure dependency, then we should expect the same pattern in the declaratives and the 
wh-questions.

Consistent with the view that 15-month-olds do not represent the nonlocal dependency in a wh- 
question, only the 18-month-olds in this study showed a different pattern of responses in the 
declaratives and the wh-questions. These infants listened longer to the grammatical item in each 
pair (i.e., 10b > 10a, and 11a > 11b). This suggests that it is not until 18-months that English-learning 
children have identified the nonlocal dependency in wh-questions. This conclusion, in turn, supports 
the view that younger children’s success with interpreting wh-questions was driven by their knowledge 
of argument structure and not the long-distance dependency involved in wh-movement.

3. Parser-grammar transparency revisited

We are now in a position to use our understanding of how children represent local and nonlocal 
dependencies, and when this knowledge develops, in order to probe the degree to which grammatical 
knowledge and the mechanisms involved in parsing and interpretation are transparent.

As we have seen, 19-month-olds in Lidz et al. (2017) use their knowledge of a verb’s likely 
subcategorization frame to drive initial parsing decisions. When they hear a verb that is highly likely 
to occur in transitive clauses, they project a direct a direct object position, to be filled by the next NP 
they encounter in the signal. This leads them to misparse sentences like (12a), where this prediction is 
inconsistent with the bottom-up input, but to correctly parse sentences like (12b), where it is 
consistent with the bottom-up input.

Additionally, we have also seen that it is not until 18-months that children represent the long-distance 
dependency that underlies wh-questions.

As a result, Hirzel et al. (2020) set out to test the transparency of the parser and the grammar by 
putting these two observations together. If the parser is transparent to the grammar throughout 
development, then we expect that as a new piece of knowledge is added to a child’s grammar, that 

(10) a. A dog! The cat should hug.
b. A dog! The cat should hug him. 

(11) a. Which dog should the cat hug?
b. Which dog should the cat hug him?

(12) a. She’s hitting with the tam
b. She’s hitting that thing with the tam
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knowledge will be used in incremental structure building processes. Conversely, if learning to parse is 
somehow independent of learning the grammar (or, if parsing mechanisms do not fully respect 
grammatical knowledge), then we would expect a delay between the acquisition of new knowledge 
and its use in on-line parsing. More specifically, these authors asked whether knowledge of the long- 
distance dependency in wh-movement is used in incremental structure building by 19-month-olds.

To ask this question, they presented 19-month-olds with sentences like those in (13).

The declarative (13a) is a replication of Lidz et al. (2017). Given prior results, the expectation was that 
19-month-olds would treat “the tam” as the direct object of the verb and, consequently, the patient of 
the hitting event, despite the presence of the preposition. This error results from the verb’s bias to take 
a direct object argument, leading children to parse (13a) as though it were a simple transitive clause. 
The wh-question in (13b), however, can determine whether children rapidly integrate the wh-phrase 
into the object position. If they do, then the wh-phrase will satisfy the verb’s expectation that it takes 
a direct object and so the PP can be integrated into the structure correctly, leading to the interpretation 
of “the tam” as the prepositional object, and hence the instrument of the hitting event. If, however, 
children’s parsers do not use their newly acquired knowledge of the long-distance dependency 
involved in wh-movement, then we would expect them to make the same parsing error they make 
in (13a), namely allowing the verb’s expectation for a direct object to overshadow the contribution of 
the preposition.

Hirzel et al. (2020) show that 19-month-olds treat “the tam” in as the patient of the hitting in (13a), 
but that they do not do so in (13b), where they are more likely to treat it as the instrument of the 
hitting. This suggests that just as children acquire the syntactic dependency in wh-movement, this 
knowledge is integrated into their parsing behavior. They treat the fronted wh-phrase as the direct 
object of the verb, despite the fact that it is displaced from the verb. This, in turn, suggests that there is 
a tight link between the acquisition of grammatical structure and its use in parsing. Not only do 
children recognize that fronted wh-phrases can function as direct objects, they use this information in 
their on-line parsing and interpretation decisions. This tight link further argues against views of 
parsing that separate the mechanics of sentence perception from the representation of grammatical 
knowledge (e.g., Bever 1970; Ferreira et al. 2002; and Frank et al. 2012). There is simply no develop-
mental time between children’s learning some aspect of grammar and their ability to use that knowl-
edge in incremental structure building. Rather, parsing makes transparent use of grammatical 
knowledge, essentially as soon as that knowledge is acquired and from the earliest stages of syntactic 
development. Thus, learning a grammar is sufficient for learning to parse.

4. Conclusions

In this paper we have explored the emergence of local and long-distance dependencies in children’s 
grammars and the consequences of this new knowledge for children’s on-line parsing behavior. As we 
have seen, knowledge of the link between syntactic position and thematic relation is in place by 16 
months. As the verb vocabulary grows, children begin to use their knowledge of a verb’s distribution to 
predict upcoming structure. This knowledge leads them to misparse sentences that don’t match the 
statistically dominant form, but also provides the information they need to correctly interpret 
sentences with long-distance dependencies, even before acquiring their syntax. By 18-months, knowl-
edge of wh-movement dependencies appears to be in place, and we have seen that by 19-months, 
children use this knowledge to guide their on-line parsing decisions, allowing a fronted wh-phrase to 
serve as the predicted argument of a known transitive verb. In sum, it appears that as children’s 
knowledge of grammar grows, new knowledge is immediately incorporated into mechanisms of 
sentence perception and understanding.

(13) a. She’s hitting with the tam
b. What is she hitting with the tam

LANGUAGE ACQUISITION 9



Because children’s parsing behavior is so tightly tied to their grammatical knowledge, we can 
conclude that children do not operate with two separate systems–one for grammatical analysis and 
another for on-line sentence perception–as originally proposed by Bever (1970). Rather, the mechan-
isms involved in sentence perception are directly informed by the data structures that underlie 
grammatical knowledge. We do not both learn a grammar and how to parse. Instead, parsing and 
grammar develop in tandem, pointing to a one-system view of parser-grammar relations. In other 
words, we learn a grammar, and parsing comes for free.

This paired development, in turn, suggests that there is no separate system of mind whose role is to 
parse sentences. Rather, parsing mechanics may reflect grammatical knowledge so transparently 
because sentence recognition procedures use the data structures defined by the grammar in concert 
with rest of cognitive psychology—systems such as working memory, cognitive control, inhibitory 
control, and so forth. A strong version of this hypothesis is that sentence recognition involves the 
optimal use of the data structures defined by the grammar, subject to the constraints imposed by 
extralinguistic cognitive systems (Frazier & Fodor 1978). Spelling out precisely how grammatical 
knowledge interacts with these extralinguistic cognitive resources constitutes an important goal for 
future research.
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